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Abstract. We present a data-driven proof of concept method for image-
based semantic segmentation of objects based on their materials. We tar-
get materials with complex radiometric appearances, such as reflective
and refractive materials, as their detection is particularly challenging in
many modern vision systems. Specifically, we select glass, chrome, plas-
tic, and ceramics as these often appear in real-world settings. A large
dataset of synthetic images is generated with the Blender 3D creation
suite and the Cycles renderer. We use this data to fine-tune the pre-
trained DeepLabv3+ semantic segmentation convolutional neural net-
work. The network performs well on rendered test data and, although
trained with rendered images only, the network generalizes so that the
four selected materials can be segmented from real photos.

Keywords: Semantic segmentation · deep learning · synthetic data

1 Introduction

Semantic image segmentation is the task of labeling the parts of an image that
contain specific object categories. Previous research has focused mainly on seg-
menting objects such as humans, animals, cars, and planes [3, 4, 6, 16, 20, 22]. In

Fig. 1. Sample rendering of a scene. Two objects (torus and sphere) with materials
assigned are placed on a cobble stone textured ground plane. All light in the scene
comes from a spherical HDR image.

This is the authors' version of the work. The final authenticated version is available 
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this paper, we present a data-driven method for image-based semantic segmen-
tation of objects based on their material instead of their type. Specifically, we
choose to target glass, chrome, plastic, and ceramics because they frequently oc-
cur in daily life, have distinct appearances, and exemplify complex radiometric
interactions. We generate synthetic images with reference data using the Blender
3D creation suite (Figure 1) and train an existing Convolutional Neural Network
(CNN) architecture, DeepLabv3+ [9], to perform semantic segmentation.

Generally, most vision systems perform best on Lambertian-like surfaces.
This performance is because the appearance of an opaque, diffuse, and non-
specular object is not dependent on the incident angle of surrounding light
sources. Some materials can be hard to automatically detect due to their appear-
ance. Specifically, objects with transparent or glossy materials are problematic
as lights from the surroundings can refract or reflect upon interaction. Exam-
ples of these can be glass, plastics, ceramics, and metals whose appearances are
highly determined by the surrounding illumination. Lightpath artifacts, such as
specular highlights or subsurface scattering, can occur, resulting in a drastic
change of appearance between viewing angles. These differences complicate the
apprehension from a vision system resulting in false negative or inaccurate de-
tections. Consequently, such materials are often avoided in research even though
they often occur in real life settings.

With this paper, we show that it is possible to segment materials with com-
plex radiometric properties from standard color images including the visually
complex materials glass and chrome. This also means that the appearance dif-
ference between refraction (glass) and reflection (chrome) can be learned by a
CNN. Finally, we provide a few examples visually indicating that segmentation
of synthetic images of the four chosen materials generalize to real photos.

1.1 Related Work

Our study is inspired by researchers reconstructing the shape of glass objects
using a dataset of synthetic images [28]. This work was based on an earlier inves-
tigation verifying that physically based rendering can produce images that are
pixelwise comparable to photographs of specifically glass [27]. Considering this
information, we wish to explore the potential of rendering of different materials
with complex radiometric properties. In the following, we discuss existing work
related to the topics of synthetic training data and material segmentation.

Synthetic data. A large image set with reference data is required to prop-
erly train a CNN [17], but manually annotating the images to obtain reference
data is a time-consuming process. Previous work has been successful in training
with synthetic images and showing that the learned models generalize well to
photographs [12, 24]. Some of this work considers semantic segmentation [24],
but the focus is labels related to an urban environment rather than materi-
als. The appearance of materials depends on their reflectance properties, and
rendering provides fine-tuned control over all parameters related to reflectance
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properties [21]. Image synthesis enables us to produce large scale, high precision,
annotated datasets quickly. Several examples exist of such large scale synthetic
datasets [18,26,29]. However, the ones including semantic segmentation reference
data [18,26] do not have labels based on materials.

Materials in data-driven models. As humans, we can typically identify
a material by observing its visual appearance, but especially materials with
complex reflectance properties have turned out to be difficult to segment. Several
research projects address materials and their appearance in images. Georgoulis
et al. [14] use synthetic images of specular objects as training data to estimate
reflectance and illumination, Li et al. [19] recover the SVBRDF of a material also
using rendered training data, and Yang et al. [30] use synthetic images containing
metal and rubber materials as training data for visual recognition. These authors
however do not consider segmentation. Bell et al. [5] target classification and
segmentation of a set of specific materials like we do, but while our data is
synthesized theirs is based on crowdsourced annotation of photographs.

2 Method

To make a good training set of synthetic images we have aimed at generating
images that have a realistic appearance using a physical-based rendering model
and realistic object shapes. Furthermore, we have strived at spanning a large
variation by choosing largely varying environment maps.

2.1 Rendering Model

We generate a large synthetic dataset that consists of rendered images of a
selection of shapes with different materials applied. This is done using the Cycles
physically based renderer in Blender1 v2.79. We construct a scene consisting of
a textured ground plane, a number of shapes with applied materials and global
illumination provided by a High Dynamic Range (HDR) environment map. To
add additional variation, we randomly assign a camera position for each image.
A sample rendering of the scene is shown in Figure 1. The shapes, assigned
materials, ground plane texture and environment map are interchangeable and
controlled by a script. We describe each of the components in the following.

Shapes. We create a database of 20 shapes with varying geometry, while avoid-
ing shapes that are too similar to the real world objects we later use for perfor-
mance test. We strive to cover a broad range of shapes to both include convex-
and concave-like shapes as well as soft and sharp corners to obtain a good vari-
ety of appearances. The shading is selected for each individual shape based on
whether the material type maintains a realistic appearance for the given object.
Each rendered image is based on one to three shapes being randomly positioned
on the ground plane. We use five new shapes when rendering the test set.

1 https://www.blender.org/. Accessed: January 30th 2019.

https://www.blender.org/
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Fig. 2. Rendered samples of the four materials used in the dataset: glass, chrome, black
plastic and white ceramic.

Materials. The following four materials are selected for evaluation: glass, chrome,
black plastic, and white ceramic. These materials are targeted as we consider
them to be complex in appearance while frequently occurring in real-life settings.
We use built-in shaders provided by the Cycles renderer. Figure 2 exemplifies
the appearances of the four materials.

Ground plane. A ground plane is added to the scene and assigned a random
texture from a database of 10 textures. The ground plane provides more accurate
specular reflection of the nearby surface that real objects would usually stand
on and better grounding of the objects due to inclusion of shadows. This adds
an extra element of photorealism to the image. If caustics had been supported
by the Cycles renderer, these would have appeared on the ground plane as well.

Environment maps. Spherical HDR environment maps are used as the only
illumination source in the scene. We use a total of seven environment maps and
one of these is selected before each rendering. Both indoor and outdoor scenes
are used to provide a variety in the type of illumination.

Images. The scenes are rendered as 640 × 480 RGB images with 8-bit color
depth per channel. The images are rendered with 900 samples per pixel with a
maximum of 128 bounces. To produce the reference label images of the scene, we
switch off the global illumination and replace the material shaders with shader-
less shaders. A color in the HSV-space is assigned for each material respectively
by only varying the hue value. The result is an image with zero values for all
background pixels and a color for all material pixels respectively as shown in
Figure 3. The label images are rendered with 36 samples per pixel and the im-
ages are post processed by thresholding a hue range to obtain a sharp delimiting
border between label and background pixels.
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Flat shading Labels

Fig. 3. Labels for glass, chrome, plastic and ceramic, respectively. Same image as
in Figure 2, but rendered with flat shading (“shaderless shader” resulting in a single
uniform color). To the right, all illumination was removed from the scene.

Dataset. We used our rendering model to generate a total of m = 26,378 scene
images with accompanying label images. The following hue color values were
used as labels for the materials: 0.0 = glass, 0.1 = chrome, 0.2 = black plastic,
0.3 = white ceramic. Each of the material-label colors has a Value, as specified
in the HSV color-space, of 1.0 and the background has a Value of 0.0. Each pair
of RGB and label images are accompanied by a metadata-file listing the objects
and materials present in the respective scene. Based on a finding that 1/

√
2m

is the optimal number of samples in the validation set [2], we choose a 99% to
1% training-validation split of the renderings. Additionally, we rendered a test
set of 300 images with the same four materials but with four shapes that were
neither in the training nor in the validation set. The ground plane textures and
environment maps remain the same set across training, test, and validation set.

2.2 Segmentation Model

We decided to use DeepLabv3+ which is a state-of-the-art semantic segmenta-
tion network [9]. It is a goal for us to show that it is generally possible to segment
materials based on synthetic images, and we therefore decided not to change the
network’s architecture or specialize it in any way. By doing so, we demonstrate
both the broadness of DeepLabv3+’s application domain and the model’s ability
to learn real things from physically based renderings. We postulate that this abil-
ity is transferable to other kinds of networks and applications precisely because
we did not design the system specifically to learn from rendered data.

DeepLabv3+ is as an encoder-decoder network. The encoder condenses the
semantic information contained in the input image’s pixels into a tensor. This
information is then decoded, by the decoder, into a segmentation image with
a class label assigned to each pixel and of the same size as the input image.
The DeepLabv3 [8] network forms the encoder with its last feature map before
logits as encoder output. This network is a combination of the Aligned Xception
image classification network [10, 23], which extracts high-level image features,
and an Atrous Spatial Pyramid Pooling network [7], which probes the extracted
features at multiple scales. Atrous convolutions are convolutions with a ”spread-
out” kernel that has holes in between the kernel entries. An image pyramid is
constructed by varying the size of these holes. The decoder has several depth-
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wise separable convolution layers [1], which take in both the encoder output and
the feature map from one of the first convolutional layers.

The specific network structure is described in previous work [9]. We therefore
only cover it in brief. Figure 4 illustrates the network layout. The encoder begins
with extracting image features using a modified version of the Aligned Xception
network. This version deepens the model and replaces all max-pooling layers
with depthwise separable convolutions which significantly reduces the number of
trainable weights compared to the original Xception model. The resulting feature
extractor has 69 layers (including residual connection layers [15]). The output
feature map has 2048 channels and is used to form the Atrous Spatial Pyramid.
Three 3 × 3 × 2048 Atrous Convolutions with three different strides are used
together with one 1×1×2048 convolution filter and one pooling layer. The com-
bined output has five channels, one for each of the filters in the pyramid. The en-
coder then combines the channels into a one channel encoder output by applying
a 1×1×5 filter. This final output map is eight times smaller than the input image.

Encoder

Decoder

Input Image

Xception network

3× 3× 2048
Atrous Conv.
rate no. 2

3× 3× 2048
Atrous Conv.
rate no. 1

1× 1× 2048
Conv.

3× 3× 2048
Atrous Conv.
rate no. 3

Pooling

1× 1× 5 Conv. 1× 1× n Conv.
Bi-linearly Upsampling

by four

Concatenate

3× 3× 2 Conv.

Bi-linearly Upsampling
by four

Output Segmentation

Fig. 4. Illustration of the semantic segmentation network.

Table 1. DeepLabv3+ Settings

Property Setting
Base learning rate 0.002
Learning rate decay factor 0.05
Train batch size 3
Atrous rate no. 1 6
Atrous rate no. 2 12
Atrous rate no. 3 18
No. of training steps 80,000

The decoder up-samples the encoder
output by a factor eight such that its size
matches that of the input image. It starts
by taking out one of the low-level feature
maps from the Xception network, after
the input image’s size has been reduced
four times, and applies a 1×1×n filter to
collapse it into one channel (where n is the
number of channels in the feature map).
Then the encoder output feature map is
bi-linearly up-sampled by a factor of four and concatenated together with the
Xception feature map. A 3 × 3 depthwise separable convolution is applied to
the now two channel map which reduces it into one channel, and the result is
upsampled four times to match the size of the input image. This result is the
predicted semantic segmentation image.
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Implementation. We adapted the DeepLabv3+ TensorFlow-based implemen-
tation2 by Chen et al. [9] to train on our dataset. The Xception network is
pre-trained on ImageNet [11,25] and the DeepLabv3+ network is pre-trained on
the PASCAL VOC 2012 dataset [13]. Table 1 records our model settings.

3 Experiments and Results

We conducted three individual experiments. First, we tested the model on the
264 rendered images in our validation set. These images had never before been
“seen” by the segmentation network but contained the same kind of objects as
those in the training set. Second, we rendered a test set of 300 images with the
same four materials but with new shapes that are not present in the training
or validation set. The network’s performance on this test set indicates whether
it learned to distinguish physical appearance or if it somehow gets biased on
object geometry. Third, we tested the model’s performance on photographed
real objects made of one of the four materials. This experiment investigated if
the network can generalize from rendered images to actual photographs.

All components of our experimental setup are produced with off-the-shelf
components. We use an open source rendering tool to produce our synthetic im-
age data and use non-specific and straightforward geometry for our scenes. Floor
textures and environment maps are downloaded from HDRI Haven3 with grati-
tude. The TensorFlow Github2 kindly made the segmentation network available.

In general, our predictions show promising results. The mean Intersection
Over Union (mIOU) score is used to indicate the performance on the rendered
datasets. The validation set yielded an mIOU score of 95.69%, and the test set
yielded 94.90%. The score is not computed for the real images since we did
not have the ground truth semantic segmentations for these images. The scores
indicate that the network is relatively good at predicting labels and that it seems
not to be dependent on the shapes of the objects.

The following paragraphs showcase examples and discuss results from our
three studies.

Validation set. Figure 5 exhibits predicted segmentation masks from images
in the validation set. We observe that the prediction is surprisingly good, even
for difficult materials such as glass and chrome. The networks ability to distin-
guish these kinds of objects is impressive, as the objects are not as such directly
visible but instead reveal their presence by distorting light coming from the en-
vironment. The segmentation is, however, not perfect. Segmentation labels tend
to “bleed” into each other when objects touch. This effect is seen in the middle
row of Figure 5. As seen in the bottom row, some environment maps caused
over-saturation of the chrome material at certain view angles which caused the

2 https://github.com/tensorflow/models/tree/master/research/deeplab. Accessed:
January 30th 2019.

3 https://hdrihaven.com/. Accessed: January 30th 2019.

https://github.com/tensorflow/models/tree/master/research/deeplab
https://hdrihaven.com/
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Image Prediction Ground Truth

Fig. 5. Examples of segmentation results obtained on the validation set.

network to identify the material as white ceramic. Small objects and thin struc-
tures are difficult to segment and apt to disappear in the predictions.

Test set. The network’s performance on the test set, with never before seen
objects, are shown in Figure 6. We observe that the performance is on par with
that observed on the validation set in Figure 5. This indicates that the material
predictions are independent of object shape.

Real Images. Beyond the rendered test set, we captured three real images to
test if the network can generalize to this data. Note that we do not have ground
truth for these images, so the evaluation is solely by visual inspection. Results
obtained on real images are in Figure 7. Keeping in mind that we trained the
network for material segmentation only on rendered images, we find the results
to be rather convincing. They are not perfect, but they are promising for the
future potential of training networks with synthetic images in general and for
material segmentation in particular.

The network found the glass objects with a good segmentation border, despite
them being difficult to see with the human eye. Both chrome and plastic were
segmented but with a few misclassified pixels as seen in the predicted images.
The ceramic material seems to be the most difficult, and we suspect this is a
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Image Prediction Ground Truth

Fig. 6. Examples of segmentation results obtained on the test set.

result of our training data. Even though we rendered with a rather large number
of samples per pixel, the images seem not to be fully converged and therefore
do not reveal all specular highlights. Missing specular highlights is primarily
an issue for the appearance of the ceramic material. Through further testing
with real images, we also noted that the performance is highly dependent on the
background. Non-textured surfaces, such as an office desk, confuse the network,
which mistakes them for a specular material, often chrome, plastic, or glass.
Additionally, the segmentation fails if the background is white, which we also
believe to be an artifact of the too diffuse ceramic material.

The synthetic data could be improved in multiple ways. The materials we
render are perhaps too “perfect” in their appearance. Adding random impurities,
such as small scratches or bumps, to the materials would give a more realistic
appearance. The environment maps are approximately 1k in resolution, result-
ing in a blurry background which gives a clear distinction between foreground
objects and background. Real images with an in-focus background consequently
result in predictions on this background. Thus, we believe higher resolution envi-
ronment maps can help the network better distinguish between foreground and
background in real photos. Finally, it is problematic that our included materials
can occur in the environment maps without being labeled, which could hamper
the network. This problem could potentially be mitigated either by making sure
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Fig. 7. Examples of segmentation results obtained from real images.

the environment maps are devoid of the targeted materials or by also generating
those synthetically with material labels. Despite these current issues, we believe
that the results of our study deliver a solid proof of concept with promising
potentials for future work within semantic segmentation of complex materials.

4 Conclusion

We targeted the problem of segmenting materials in images based on their ap-
pearance. We presented a data-driven approach utilizing recent deep learning
technology and rendering techniques to train a model on synthetic images. The
learned model generalizes well to real photographs. The method allows us to
detect specific materials in three channel color images without multi-spectral
information. We achieved this feat using open source software which is freely
available and requires no exceptional hardware components. Thus, the approach
is available to anybody with a computer and a modern graphics card. Based
on our results, and on the previous work that also uses synthetic training data,
we firmly believe that physically based rendering is a vital component in the
training of the deep learning models of tomorrow. Synthetic data generation is
likely to push the boundaries of what deep learning can achieve even further.
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