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Abstract

In addition to the attached two videos (mentioned in the paper), this supplemental material contains:

1) Visualization of a CPA basis for a nominal type-II tessellation in 2D.

2) Proofs for the lemmas and theorems.

✦

1 VISUALIZATION OF A CPA BASIS IN THE 2D CASE

Figure 1 depicts the CPA fields that form a basis for V (a 2D case and a nominal type-I tessellation).

2 PROOFS

In what follows, the operations of multiplication of a map by a scalar and addition of two maps are defined in the standard
way; i.e., if f and g are two Ω → R

n maps and α ∈ R, we define

(f + g) : x 7→ f(x) + g(x) and (αf) : x 7→ αf(x) . (1)

Proof of Lemma 1. First, we prove V ′ is linear by showing its closure under linear combinations. Let α ∈ R and let f and f ′

be two PA maps, where f : x 7→ Aγ(x)x̃ and f ′ : x 7→ A′

γ(x)x̃. Now note that αf : x 7→ α
(
Aγ(x)x̃

)
=

(
αAγ(x)

)
x̃ and

f + f ′ : x 7→ Aγ(x)x̃+A′

γ(x)x̃ =
Ä
Aγ(x) +A′

γ(x)

ä
x̃ are PA maps, as follows from the linearity of Rn×(n+1). Second, since

V is the intersection of two linear spaces, V and the space of Ω → R
n continuous maps, it follows that V is a linear space

too. Third, that D , dim(V) = (n2 + n)×NP is trivial since any element of V ′ is defined by NP (unconstrained) matrices
of size n × (n + 1). Fourth, assume P is a type-I tessellation. It follows that the values a CPA map takes at the vertices in
a given cell uniquely define the A of that cell (and as we will see in the proof of Lemma 2, continuity of the field across
inter-cell boundaries follows from the continuity at the vertices). Since in each one of these Nv vertices there are n degrees
of freedom, it follows that d , dim(V) = n ×Nv . Finally, let P ′ be a tessellation that contains a cell which is not of type
I. Then we can always partition this cell into type-I cells by simply adding vertices. In other words, for every non-type-I
tessellation, P ′, there exists a type-I tessellation, P which is a refinement of P ′. Note that dim(VΩ,P′) < dim(VΩ,P). Let
Nv

′ stands for the number of vertices in P ′. Note that Nv
′ < Nv . It follows that dim(VΩ,P) < D.

Proof of Lemma 2. For concreteness, we prove it for n = 2 and type-I tessellations (i.e., triangles). The other cases are handled
exactly the same. Let n = 2 and let vA ∈ V ′, where A = (A1, . . . , NP). While vA is continuous on every cell, in general it
is discontinuous on inter-cell boundaries. Consider two adjacent cells, Ui and Uj . Let us denote their 2 shared vertices by
xa and xb and let Ai and Aj denote the corresponding 2×3 matrices. Continuity of vA at xa requires 2 (more generally, n)
linear constraints on the values of Ai and Aj : one for the horizontal component of vA and one for the vertical component of
vA. Similarly, continuity at xb requires another constraint pair. Thus, the continuity at both xa and xb implies the following
4 linear constraints:
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Fig. 1: The vector fields that constitute a 26-dimensional orthonormal basis of V , obtained by SVD on B




x̃
T
a 01×3 −x̃

T
a 01×3

01×3 x̃
T
a 01×3 −x̃

T
a

x̃
T
b 01×3 −x̃

T
b 01×3

01×3 x̃
T
b 01×3 −x̃

T
b




4×12

î
vec(Ai)
vec(Aj)

ó
12×1

= 04×1 where vec([ a11 a12 a13a21 a22 a23 ]) ,

[ a11
a12
a13
a21
a22
a23

]
. (2)

Continuity of vA at both xa and xb implies its continuity throughout their join, since for both affine maps, the values at a
point on the join is the same convex combination of the values at xa and xb; i.e., Aix̃a = Ajx̃a and Aix̃b = Ajx̃b imply

Ai(λx̃a + (1− λ)x̃b) = Aj(λx̃a + (1− λ)x̃b) ∀λ ∈ [0, 1] . (3)

Any vA whose Ai and Aj satisfy this linear system is thus continuous on Ui ∪ Uj . Similar constraints may be enforced for
other pairs of adjacent cells, and can be stacked together in an analogous equation:

L
4Ne×6NP

vec(A)
6NP×1

= 04Ne×1 vec(A) ,




vec(A1)
...

vec(ANP
)


 ∈ R

D = R
6NP (4)

where Ne is the number of shared line segments in P and L is the constraint matrix. Any vA whose A satisfies this linear
system is thus everywhere continuous. We conclude that the null space of L, denoted by null(L), coincides with V .

Recall that the columns of B = [B1 ... Bd ] ∈ R
D×d denote the orthonormal basis of null(L) obtained via SVD.

Proof of Lemma 3. The matrix associated with Lvθ

vert 7→θ is a transition matrix between two known d−dimensional bases.
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Fig. 2: Left: a triangular tessellation on compact region (a square in this case). Middle: Extending it to the whole of R
2.

The circles stand for auxiliary vertices where continuity is enforced (in addition to the continuity constraints at the original
vertices, including the corners of the square). Right: Using the color scheme from the paper, and the extended tessellation,
we show the horizontal component of some velocity field which is CPA on the whole of R

2 (due to the additional
constraints).

Example 1. For concreteness, let us look at a type-I tessellation when n = 2, the other cases being essentially identical. Let
x1, x2 and x3 denote the vertices of a (non-degenerate) triangle, and let v1, v2 and v3 denote the values a CPA velocity
field takes at these vertices, respectively. Letting A = [ a11 a12 a13a21 a22 a23 ] denote the matrix associated with this triangle, we have




v1

v2

v3




6×1

=



Ax̃1

Ax̃2

Ax̃3




6×1

=




x̃T1 01×3

01×3 x̃T1
x̃T2 01×3

01×3 x̃T3
x̃T3 01×3

01×3 x̃T3




6×6




a11
a12
a13
a21
a22
a23



=⇒




a11
a12
a13
a21
a22
a23



=




v1

v2

v3







x̃T1 01×3

01×3 x̃T1
x̃T2 01×3

01×3 x̃T3
x̃T3 01×3

01×3 x̃T3




−1

(5)

(end of the example).

Proof of Lemma 4. We again focus on the case where n = 2, the other cases being similar. To enforce zero traces, we add to
L rows derived from the following constraints:

[
1 0 0 0 1 0

]
vec(Ac) = 0 ∀ c ∈ {1, . . . , NP} . (6)

Likewise, to nullify, e.g., the horizontal component of the velocity across the rightmost boundary of Ω = [0, xmax]× [0, ymax]
we add rows derived from the constraints

[
x̃Ta 01×3

]
vec(Ac) = 0 (7)

for every vertex xa of some cell Uc such that x is on the rightmost boundary of Ω.

Proof of Lemma 5. In case n = 1 and Ω = [xxmin, xxmax], we extend the leftmost and rightmost intervals to −∞ and ∞,
respectively, with adding no cells or constraints on vθ . If n > 1 and the tessellation is a regular one of type II (i.e., the
cells are hyperrectangles) the extension is trivial and be made by (non-compact) hyperrectnalges. Now consider type-I
tessellations for n ≥ 2. If n = 2 and Ω is a rectangle, we extend the outer cells of P (rendering them non-triangular) to
cover the whole of R2 and add certain additional continuity constrains on vθ . The process is best explained by Fig. 2. By
an argument similar to the one used earlier to describe how continuity at two points ensures continuity of a PA field on
their join, this process ensures the extended field is CPA over the whole of R2. Mathematically, the case with n = 3 can be
handled in a similar-but-more-tedious way. However, unlike all the other 3D-related options mentioned in the paper, we
did not implement this option for the 3D case. Rather, we opted to ensure the CPA property by imposing zero-boundary
constraints. For n > 3, the general case is hard to implement, but, at least conceptually, can be done in a similar way to the
above. However, we remind the reader that we stated in the paper that for n > 3 we use only type-II tessellations.

Before proceeding to the proofs of the theorems, recall that the solution, t 7→ ψt
θ,c(x), to an ODE with an Ω → R

n affine
velocity field, x 7→ Ac,θx̃, is

î
ψt

θ,c(x)

1

ó
, TAc,θ,tx̃ , Ac,θ ∈ R

n×(n+1) , TAc,θ,t , expm(tfiAc,θ) , fiAc,θ =

ï
Ac,θ

01×n+1

ò
. (8)

Also recall that φθ(x, t) is given by the concatenation of such solutions

φθ(x, t) = (ψtm
θ,cm

◦ . . . ◦ ψt2
θ,c2

◦ ψt1
θ,c1

)(x) , (9)
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that exp(vθ) , T θ is defined via T θ(x) = φθ(x, 1), and that the compact notation in the boxed equation above hides an
important detail: the number of the trajectory segments, their durations, and the cells involved (where a cell may appear
more than once), all depend on x. They all also depend on θ and t, except the first cell; i.e., c1 = γ(x); i.e.,

φθ(x, t) = (ψ
tmx,θ,t

(x,θ,t)

θ,cmx,θ,t
(x,θ) ◦ . . . ◦ ψ

t2(x,θ,t)
θ,c2(x,θ)

◦ ψ
t1(x,θ,t)
θ,γ(x) )(x) . (10)

Proof of Theorem 1. Part (i). For a given x, the map θ 7→ vθ(x) is linear. Thus, vθ = vαθ/α. Moreover,

ξθ(x, t) , φαθ(x, t/α) =x+

∫ t/α

0

vαθ(φαθ(x, τ)) dτ = x+

∫ t/α

0

αvθ(φαθ(x, τ)) dτ (11)

=x+

∫ t

0

vθ(φαθ(x, η/α)) dη = x+

∫ t

0

vθ(ξθ(x, η)) dη (12)

and now observe that ξθ(·, t) coincides with φθ(·, t).
Part (ii). By applying the Picard-Lindelof theorem, and then extending the solution (to a finite t) we conclude that the

trajectories do not intersect. From this it follows that T θ is invertible. Since θ 7→ vθ is linear, and since both R
d and V are

linear spaces, we know that v−θ ∈ V . Thus, by the definition of CPAB transformations, T−θ ∈M . We still, however, need
to show that T−θ = (T θ)−1; i.e., that T−θ is indeed the inverse of T θ . By Eqn. (2) from the paper,

φ−θ(φθ(x, t), t) = φθ(x, t) +

∫ t

0

v−θ(φθ(x, τ)) dτ = φθ(x, t)−

∫ t

0

vθ(φθ(x, τ)) dτ = x (13)

where we used the fact the map θ 7→ vθ is linear (so v−θ = −vθ).
Part (iii). Since we showed that (T θ)−1 = T−θ and that T−θ ∈ M , it is enough to show that any T θ ∈ M is

differentiable. This is a known result for transformations obtained by integration of (stationary) Lipschitz-continuous
velocity fields, but the CPA structure enables us to outline another proof, specialized to this case. Since vθ is continuous,
it follows that {ti(x,θ, t)}

mx,θ,t

i=1 are continuous functions of x. The fact that mx,θ,t changes with x does not change it. It
just means a nominal ti decreases continuously to zero or increases continuously from zero. Thus, taking the derivative of
φθ(x, t) w.r.t. x results in summing terms of the form (notationally suppressing the dependency in t)

Tleft,1
d expm(ti„�Aci(x,θ),θ)

dx
Tright,1 + Tleft,2 expm(ti„�Aci(x,θ),θ)Tright,2 (14)

where Tleft,1, Tleft,2, Tright,1 and Tright,2 are (n+ 1)× (n+ 1) matrices that change continuously with x (and also depend

on i and θ). Likewise, the matrix ti„�Aci(x,θ),θ changes continuously with x. Thus,
d expm(ti‚�Aci(x,θ),θ)

dx is continuous too.
Part (iv). A well-known result is that in the case of an affine velocity field, x 7→ Ax̃, a zero-trace A implies that, for any

(finite) t, the resulting transformation,

x 7→
[
In×n 0n×1

]
expm(tÃ)x̃ , (15)

is volume preserving. From a Lagrangian standpoint, one way to show this is by noting that the determinant of the Jacobian

matrix is one (since it is equal to the determinant of expm(tÃ) which is one since the trace is zero – a known property
of expm). From an Eulerian standpoint, this can be shown by applying the Divergence Theorem since a zero trace of
A implies that the velocity field has zero divergence, and thus, by the Divergence theorem, no mass leaves or enters the
region of interest (subject to a regularity condition on the boundary of the region). In the CPA case, if all the A’s have zero
trace, then it can be similarly shown that the determinant of the Jacobian is still one (also verified numerically). However,
it is easier to prove this using the Eulerian approach. Any region (whose boundary satisfies the regularity condition of the
Divergence theorem) can be divided to smaller subregions such that each subregion is fully contained within some cell. In
each such cell, the divergence of the field is zero and the Divergence theorem is applicable and thus the net inward flux (of
mass, but by taking the density to be 1, it means volume) equals the net outward flux. Since the total flux is zero in every
cell, the same holds for the entire region and we conclude the transformation is volume preserving. While this proof is
restricted to regions whose boundary is regular, one can appeal to continuity arguments (approximating any non-regular
boundary from inside and outside using regular boundaries) to prove the more general case.

Part (v). Any space whose elements are invertible Ω → Ω maps is nonlinear (w.r.t. the standard operations defined in
Eqn. (1)), even if the maps themselves are linear1. To see that, note that the (constant) map, x 7→ 0, is the zero element
of the linear space of all Ω → Ω maps (which contains M ). This map is not invertible and is thus not in M . It follows
that M is nonlinear since a linear subspace must contain the zero element of the larger linear space. As for the dimension,
intuitively this follows from the fact that M is defined via the d-dimensional V . We omit the formal proof (which is based
on using exp to create a chart) as this is a standard result in differential geometry.

Part (vi). Since exp is smooth (particularity, it is uniformly continuous), it is enough to prove that VΩ,Pk
is dense in

Cunif.
Ω , the space of all uniformly-continuous velocity fields on Ω. Let v ∈ Cunif.

Ω . For every k > 0, there exists δk > 0

1. E.g., rotations in 3D are linear maps but SO(3) is nonlinear.
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such that ‖x− y‖ < δk ⇒ ‖v(x)− v(y)‖ < 1
k . Let P1 to be some tessellation (of Ω) such that each cell can be bounded

within a ball of radius 1. For k > 1, define Pk to be some tessellation that is a refinement of Pk−1 and that each of its
cells cab be bounded within a ball of radius 1

2k . Thus, for a fixed k, within each cell, ‖v(x)− v(y)‖ < 1
2k . For k ≥ 1, let

vk ∈ VΩ,Pk
coincide with v on the vertices of Pk. Thus, for a fixed k, within each cell, ‖vk(x)− vk(y)‖ <

1
2k (since vk is

affine within the cell). By the triangle inequality, within each cell, ‖vk(x)− v(y)‖ < 1
k . Letting k tend to ∞, we conclude

that vk converges to v uniformly. Thus, VΩ,Pk
is dense in Cunif.

Ω .

Proof of Theorem 2. In the notation below we drop the dependency in θ. Recall n = 1. Thus, we can write Ac = [ac, bc], and

Ãc =
[
ac bc
0 0

]
. Also let Uc = [xmin

c , xmax
c ] denote the cth interval. scalars a and b. For 2× 2 matrices the matrix exponential

is given in closed form [1]. If in addition, as we have here, the last row contains only zeros, this solution is given by

expm

Åï
tac tbc
0 0

òã
=





ñ
etac bc(e

tac−1)
ac

0 1

ô
if ac 6= 0

ï
1 tbc
0 1

ò
if ac = 0

(16)

where we assumed t 6= 0 (if t = 0 then we have expm(02×2) = I2×2). Thus,

ψtc(x) ,
[
1 0

]
expm

Åï
tac tbc
0 0

òã ï
x
1

ò
=





etacx+ bc(e
tac−1)
ac

if ac 6= 0

x+ tbc if ac = 0

(17)

(note this includes the case of t = 0). Without loss of generality, suppose t > 0. Let γ(x) = c1 be the index of the interval
containing x. Now suppose v(x) > 0; i.e., the direction of the velocity at location x is rightward. Let t1(x) denote the time
it takes to hit the right boundary of Uc1 = [xmin

c1 , xmax
c1 ]:

t1 , min {t : ψtc1(x) = xmax
c1 } (18)

where, by convention, the minimum of an empty set is ∞. Solving for t1,

t1 = ∞ if v(xmax
c1 ) ≤ 0; otherwise: t1 =





1
ac1

log

Ñ
xc1

+
bc1
ac1

x+
bc1
ac1

é
if ac1 6= 0

xc1
−x

bc1
if ac1 = 0

. (19)

If t1 > t, then φθ(x, t) is simply ψtc1(x). Otherwise, it means we moved to next interval to the right, Uc1+1, and we need
to redo the process with xmax

c1 as the new starting point and t− t1 instead of t. Since t is finite, this process will necessarily
converge in a finite amount of steps, mx,t. A loose upper bound on mx,t is NP −c1+1. The case where v(x) < 0 is handled
similarly. Taken together,

φ(x; t) = (ψtmcm ◦ . . . ◦ ψt2c2 ◦ ψ
t1
c1)(x) (20)

where for 2 ≤ i ≤ m, ci = ci−1 + sign(v(x)), while m and {ti}
m
i=1 are found by the aforementioned procedure.
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