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Abstract

This talk presents methodology for Bayesian analysis and computation in imaging inverse prob-
lems where the prior knowledge is available in the form of training data. We consider this data
to be a sample from the marginal distribution of the unknown image we seek to reconstruct. We
discuss two main approaches to encode this prior knowledge by a deep neural network in a way
that is amenable to rigorous and computationally efficient Bayesian inference.

First, following the manifold hypothesis, we construct a data-driven prior which can be
learnt from the training data by using modern deep generative modelling techniques, such as
variational auto-encoders, generative adversarial networks and normalising flows. We study
theoretical aspects of the resulting posterior distribution (e.g., existence and well-posedness),
as well as scalable sampling algorithms to perform inference with these models.

The second approach seeks to represent the prior by using a Gaussian image denoising
algorithm, usually a neural network designed to perform strongly in the sense of the estimation
mean-squared error. Once trained, the denoiser is used in a plug-and-play manner within an
unadjusted Langevin algorithm, in lieu of the gradient or the proximal operator of the log-prior
density. This allows using the denoiser to perform inference for any imaging problem, not
only denoising. Again, we study theoretical aspects of the resulting posterior distribution (e.g.,
existence and well-posedness), as well as scalable sampling algorithms.

The proposed approaches are demonstrated with a range of challenging imaging problems
and comparisons with alternative approaches from the state of the art. This talk is based on
work presented in [1, 2, 3, 4, 5].
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Abstract :

This talk presents theory for Bayesian analysis and computation with Plug-and-Play priors that
are implicitly defined by an image denoising algorithm. We study Plug-and-Play Unadjusted
Langevin Algorithms for Monte Carlo sampling and minimum mean squared error estimation. We
establish detailed convergence guarantees for these algorithms under realistic assumptions on the
denoising operators used, with special attention to denoisers based on deep neural networks. We
also show that these algorithms approximately target a decision-theoretically optimal Bayesian
model that is well-posed and meaningful also from a frequentist viewpoint. This is demonstrated
on several canonical imaging problems.
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Abstract

We propose alternatives for Bayesian a priori distributions that are frequently used in the study
of inverse problems. The aim is to construct priors that have same kind of good edge-preserving
properties than total variation or Mumford-Shah but correspond to well defined infinite dimen-
sional random variables and can be approximated with finite dimensional random variables.
This is done by introducing a new random variable T that takes values in the space of ‘trees’,
and which is chosen so that the realisations of the unknown have singularities only on a small
set.



The horseshoe prior for edge-preserving Bayesian
inversion*

Yiqiu Dong1

1DTU Compute
email: yido@dtu.dk

Abstract

In many large-scale inverse problems characterization of sharp edges in the solution is de-
sired. In the Bayesian approach to inverse problems, edge-preservation is often achieved using
Markov random field priors based on heavy-tailed distributions. Another strategy, popular in
sparse statistics, is the application of hierarchical shrinkage priors. An advantage of this formu-
lation lies in expressing the prior as a conditionally Gaussian distribution depending on heavy-
tailed distributed hyperparameters. In this presentation, we revisit the shrinkage horseshoe prior
and introduce its formulation for edge-preserving settings. We discuss a Gibbs sampling frame-
work to solve the Bayesian inverse problem. Applications from imaging science show that our
computational procedure is able to compute sharp edge-preserving posterior point estimates
with reduced uncertainty.

*This work was supported by a Villum Investigator grant (no. 25893) from The Villum Foundation.
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Abstract

A general probabilistic formulation of inverse problem theory was provided almost 40 years
ago in the seminal work by Tarantola and Valette (1982) [1]. In their work, the solution to an
inverse problem is a posterior probability distribution σ(m) which reflects the conjunction of
direct (the prior) and indirect (the likelihood) information about the model parameters m. Di-
rect information is quantified directly through the prior probability distribution ρ(m). Indirect
information refers to information from data d that is related to the model parameters through
some operator g as d) = g(σ(m)), and quantified through the likelihood function L(m) that
measure how well some observed data fit experimental computed as d = g(m). The posterior
distribution is simply given by σ(m) = kρ(m)L(m).

Early on applications of the probabilistic inverse method relied on quite simple prior and
noise models. In the specific case where g refers to a linear operator and both σ(m) and L(m)
can be described by Gaussian statistics, the posterior is also Gaussian, and can be computed
analytically [2].

But, the original formulation in Tarantola and Valette (1982a) allows the use of, in princi-
ple, arbitrarily complex prior, forward, and noise models. In 1995 Mosegaard and Tarantola
proposed the extended Metropolis algorithm [3], which in principle allows using any prior,
that can be sampled using an algorithm. Later was demonstrated how in principle, most any
(combination of) geostatistical simulation methods can be used to quantify, and relatively ef-
ficiently sample, quite complex prior models [4]. This presentation will focus on the use of
informed prior models and correlated noise models, that allow quantifying both quite realistic
prior information and noise on geophysical data. First, some examples will be given on how to
quantify geological prior information and correlated noise in geophysical data. Then a number
of algorithms will be discussed that all can account for the same information, but that differ in
generalizability and computational efficiency.

It is suggested that probabilistic methods are becoming increasingly practical, not least due
to the developments in machine learning, to a point where the main problem is no longer to
solve the data integration problem, but instead, the focus should be on the important aspects of
quantifying the available information in a probabilistic form.
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Abstract

In this talk we present CUQIpy (pronounced ”cookie pie”) – a new computational modelling
environment in Python that uses uncertainty quantification (UQ) to access and quantify the
uncertainties in solutions to inverse problems. The overall goal of the software package is
to allow both expert and non-expert (without deep knowledge of statistics and UQ) users to
perform UQ related analysis of their inverse problem while focusing on the modelling aspects.
To achieve this goal the package utilizes state-of-the-art tools and methods in statistics and
scientific computing specifically tuned to the ill-posed and often large-scale nature of inverse
problems to make UQ feasible.

We showcase the software on problems relevant to imaging science such as computed to-
mography and partial differential equation-based inverse problems.

CUQIpy is developed as part of the CUQI project at the Technical University of Denmark
and is available at https://github.com/CUQI-DTU/CUQIpy.

*This work was supported by a Villum Investigator grant (no. 25893) from The Villum Foundation.
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Abstract

In this talk we introduce two kinds of data-driven patch priors learned from very few images:
First, the Wasserstein patch prior penalizes the Wasserstein-2 distance between the patch dis-
tribution of the reconstruction and a possibly small reference image. Such a reference image
is available for instance when working with materials’ microstructures or textures. The second
regularizer learns the patch distribution using a normalizing flow. Since already a small image
contains a large number of patches, this enables us to train the regularizer based on very few
training images.

For both regularizers, we show that they induce indeed a probability distribution such that
they can be used within a Bayesian setting. We demonstrate the performance of patch priors
for MAP estimation and posterior sampling within Bayesian inverse problems. For both ap-
proaches, we observe numerically that only very few clean reference images are required to
achieve high-quality results and to obtain stability with respect to small pertubations of the
problem.

This talk is based on the papers [1, 2, 3].
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Abstract

This talk considers non-stationary inverse problems in imaging, i.e., problems of imaging tem-
porally evolving targets on the basis of sequentially measured indirect data of the target. As
example applications we consider imaging of moving fluids in industrial process tomography
[1], and estimation of fugitive greenhouse gas emissions in environmental monitoring [2]. We
formulate both of the associated reconstruction problems in the framework of Bayesian state
estimation, which bases upon modelling of both the measurements (observation model) and the
temporal evolution of the model unknown (evolution model). In the aforementioned applica-
tions, the evolution of the target is modelled with a stochastic convection-diffusion equation.
In the industrial imaging case, the imaging modality is electrical impedance tomography and
in the environmental monitoring example, the open-path laser dispersion spectroscopy. In both
cases, the estimates of the time-varying targets are computed using recursive methods, such as
extended Kalman filters and smoothers.

The special focus of this talk is in handling modelling errors in non-stationary inverse prob-
lems. Those errors can arise from various uncertainties associated with both the evolution and
observation models – such as unknown flow fields in convection-diffusion problems [3, 4, 5]
and unknown contact impedances of electrodes in electrical impedance tomography [1]. An-
other source of modelling errors is the model reduction which is often needed in order to re-
duce the computational burden in these four-dimensional (4D) imaging applications [1, 2]. We
demonstrate how the state estimates can often be made tolerant with respect to above types of
modelling errors by using so-called Bayesian approximation error methods [6].

References

[1] A. Lipponen, A. Seppänen, J.P. Kaipio, Nonstationary approximation error approach to imaging of
three-dimensional pipe flow: experimental evaluation, Measurement Science and Technology, 22:
104013, 2011.
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Abstract

Blob detection, i. e. detection of blob-like shapes in an image, is a common problem in as-
tronomy. A difficulty arises when the image of interest has to be recovered from noisy mea-
surements, and thus comes with uncertainties. Formulating the reconstruction of the image as
a Bayesian inverse problem, we propose an uncertainty-aware version of the classic Laplacian-
of-Gaussians method for blob detection [1]. It combines ideas from scale-space theory, statis-
tics and variational regularization to identify salient blobs in uncertain images. The proposed
method is illustrated on a problem from stellar dynamics: the identification of components in a
stellar distribution recovered from integrated-light spectra.

This talk is based on our recent preprint [2].
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Abstract

In the talk I will present recent results on the inverse problem of identifying moving point
sources for a three-dimensional wave equation from boundary measurements [1, 2]. Precisely,
I will show that the knowledge of the field generated by the source at six different points of the
boundary over a finite time interval is sufficient to determine uniquely its trajectory. I will also
present Lipschitz stability estimate for the inversion under additional assumptions on the point
sources.
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Abstract

In many inverse problems, one is not primarily interested in the whole solution u† ∈ X , but in
specific features of it that can be described by a family of linear functionals of u†. We perform
statistical inference for such features by means of hypothesis testing.

This problem has recently been treated by multiscale methods based upon unbiased esti-
mates of those functionals [1]. Constructing hypothesis tests using unbiased estimators, how-
ever, has two severe drawbacks: Firstly, unbiased estimators only exist for sufficiently smooth
linear functionals, and secondly, they suffer from a huge variance due to the ill-posedness of the
problem, so that the corresponding tests have bad detection properties.

One way to overcome both of these issues is by considering hypothesis tests with maximal
power among all tests based upon linear estimators that have a given level of significance.
While the construction of such optimal tests requires knowledge of the true solution u†, we
present a way to compute hypothesis tests adaptively that maintain almost optimal power with
high probability.

Another way to overcome aforementioned issues is by considering the problem from a
Bayesian point of view, assigning a prior distribution to u†, and using the resulting posterior dis-
tribution to define regularized hypothesis tests. We study both of these approaches analytically
and numerically for linear inverse problems and compare them with unregularized hypothesis
testing.
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Abstract

We consider the inhomogeneous Helmholtz equation in the plane with a Gaussian random field
coefficient, and derive and characterize a singular system of the associated forward (source-to-
near field measurement) operator. To this end we incorporate stochastic integrals (in the L2
sense) into a classical representation of the solution of the Helmholtz equation. Our work is
applicable in the uncertainty quantification and robustness analysis of solution of acoustic and
2D electromagnetic inverse source problems in the presence of random media.
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Abstract

Since its first proposal in 2018, deep image prior has emerged as a very powerful unsupervised
deep learning technique for solving inverse problems. The approach has demonstrated very
encouraging empirical success in image denoising, deblurring, super-resolution etc. However,
there are also several known drawbacks of the approach, notably high computational expense.
In this talk, we describe some our efforts: we propose to accelerate the training process by
pretraining on synthetic dataset and further we propose a novel probabilistic treatment of deep
image prior to facilitate uncertainty quantification.
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Abstract

Inclusion detection arises in many applications of X-ray tomography, e.g., in medical imaging
applications. In such applications, the boundaries of inclusions contain valuable information.
The standard approach in extracting the boundaries of inclusions comprises the reconstruction
of the inclusions and then post-processing for boundary extraction. This approach can result in
undesirable artifacts and inaccuracies in the final results.

We propose a goal-oriented Bayesian approach for detecting boundaries of inclusions. Our
method directly infers the boundary of inclusions, hence avoiding post-processing steps. Nu-
merical results suggest this is a robust approach, even in a challenging imaging setup, e.g.,
limited angle imaging. In addition to estimating the boundaries, we also quantify the uncer-
tainty in estimation. Moreover, our method provides a natural framework for quantifying the
regularity (smoothness vs. spikiness), of the boundaries. In medical imaging applications, the
regularity parameter provides cruicial information on identifying benign tumors from cancerous
ones.

∗This work was supported by a Villum Investigator grant (no. 25893) from The Villum Foundation.
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Abstract

We solve a weakly supervised regression problem. Under “weakly” we understand that for
some training points the labels are known, for some unknown, and for others uncertain due to
the presence of random noise or other reasons such as lack of resources. The solution process
requires to optimize a certain objective function (the loss function), which combines manifold
regularization and low-rank matrix decomposition techniques. These low-rank approximations
allow us to speed up all matrix calculations and reduce storage requirements. This is especially
crucial for large datasets. Ensemble clustering is used for obtaining the co-association matrix,
which we consider as the similarity matrix. The utilization of these techniques allows us to
increase the quality and stability of the solution. In the numerical section, we applied the
suggested method to artificial and real datasets using Monte-Carlo modeling [1, 2].
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Abstract

Acousto-electric tomography (AET) aims to reconstruct an image of the un- known electric
conductivity in an object from exterior measurements of electrostatic currents and voltages
while the object is penetrated by ultrasound waves. This is a coupled-physics inverse problem.
Knowledge of the ultrasound wave is usually assumed to be accurate, but in reality the object’s
interior acoustic wave speed and transducer position is quite uncertain. In this work, we model
uncertainty in the wave speed, and formulate a conductivity reconstruction method. We also
establish theoretical error bounds, and show that the suggested approach can be understood as a
regularization scheme for the inverse problem. Finally, we simulate the uncertain wave speed,
and computationally explore the severity of the error in the reconstructions. Our results show
that even with with reasonable sound speed uncertainty, reliable reconstruction is possible.
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Abstract

In this talk, we will present a method for Bayesian inference that, unlike many existing Bayesian
methods, results in posterior distributions that assign positive probability to sparse vectors. We
combine Gaussian distributions with the deterministic effects of sparsity-inducing regulariza-
tion like l1 norms, total variation and/or constraints. The resulting posterior distributions assign
positive probability to various low-dimensional subspaces and therefore promote sparsity. Sam-
ples from this distribution can be generated by solving regularized linear least-squares problems
with properly chosen data perturbations. We will discuss some properties of the underlying
prior and use this methodology to derive an efficient algorithm for sampling from a Bayesian
hierarchical model with sparsity structure.

*This work was supported by The Villum Foundation (grant no. 25893).
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Abstract

Quantitative photoacoustic tomography aims at estimation of concentrations of light absorbing
molecules such as oxygenated and deoxyganted haemoglobin [1]. In this inverse problem, two
problems are solved [6]. First, in the acoustic inverse problem, an initial pressure caused by
absorption of an externally introduced light is estimated from measured photoacoustic waves.
Then, in the optical inverse problem, concentrations of light absorbing molecules are estimated
from the initial pressure.

We approach the inverse problem of quantitative photoacoustic tomography in the frame-
work of Bayesian inverse problems [3, 6]. We study the posterior distribution of the acoustic
inverse problem that, with Gaussian model for noise and prior, is also a Gaussian distribution
[7]. For the optical inverse problem, we calculate the maximum a posteriori (MAP) estimate
and evaluate the reliability utilising a local linearisation [4, 2]. Errors and uncertainties are
modelled using Bayesian approximation error modelling [3, 5].
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Abstract

This paper presents the empirical Bayesian methodology for solving inverse problems that are
severely ill-posed or ill-conditioned, with a particular focus on the semi-blind deblurring prob-
lem in the imaging community. We typically addressed the ill-posed nature of the problem by
regularising the estimation problem to make it well-posed. By adopting a Bayesian approach
under the assumption the forward operator belongs to a known parametric class, we propose
in this paper a novel and highly efficient method to estimate the forward operator’s parameters
by maximum marginal likelihood estimation, followed by inference on the pseudo posterior
to evaluate the empirical Bayesian maximum-a-posteriori (MAP) solution. Since the marginal
likelihood is computationally and analytically intractable due to the higher dimensional integral
and the non-Gaussian structure of the posterior, our proposed method driven by a Markov ker-
nel adopted a stochastic approximation proximal gradient (SAPG) algorithm, easily deployed
in any log-concave and nonsmooth semi-blind problem with fixed model parameters in imaging
sciences. The proposed method is demonstrated using three different parametric classes of for-
ward operators (Gaussian, Moffat and Laplace) on semi-blind image deblurring problems with
total variation prior. In addition, we conduct model selection in the absence of the ground truth
image using a fast heuristic approach. Finally, we show that our method achieves close to the
optimal results, which competes with many blind and semi-blind state-of-art convex optimisa-
tion method.
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