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input to this presentation.
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The team, as of Nov. 2021

The        Project, 2019–2025
A unique collaborative effort to develop a mathematical, statistical and computational 
framework for applying uncertainty quantification (UQ) to inverse problems.

We also develop a Python software package     for modeling and computations, 
allowing experts as well as non-experts to apply UQ to their inverse problems.

In this talk we look at 
some of the ingredients.
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Main Steps of Bayesian Inference and UQ

A
Define the model

B
Specify the prior

C
Choose the sampler

Exam
ples of C

U
Q

I activities

 Uncertain CT projection angles

 Structural priors for CT

 The horseshoe prior
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CT Model for Uncertain View AnglesA:
Uribe, Bardsley, Dong, Hansen, Riis (2022).
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Some Details of the Algorithm
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Simulation Results – View Angles
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Simulation Results – Metallic Grains Phantom
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Christensen, Riis, Pereyra, Jørgensen (2023)

X-ray CT  cross-sectional images of oil/gas pipes on the seabed.
Detect defects, cracks, etc. in the pipe (expensive to repair).

Defect!
How much 
can we 
trust the
size and
location?

Reinforcing bars

Scan

Data

Reconstruction

Structural Priors for Oil/Gas PipesB:
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Structural Prior for the Pipes
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Prior for the Defects (thanks, Marcelo)



CUQI – A research initiative in Computational Uncertainty Quantification for Inverse problems Per Christian Hansen 11Sept. 17, 2024

Simulation Results, 360 View Angles
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Real Data, 360 View Angles
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The Horseshoe Prior for Edge-PreservationC:
Uribe, Dong, Hansen (2023).

We often prefer heavy-tailed priors that promote sharp edges, such as
 the Cauchy or Laplace distribution of the difference between neighbor pixels.
Unfortunately, these priors are computationally demanding.

The horseshoe prior's density is guaranteed 
to lie in the shaded band.

The horseshoe prior, which resembles 
the Cauchy and Laplace priors, is a 
computationally attractive alternative.

Why the name
“horseshoe” ?
 Appendix.
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Defining The Horseshoe Prior
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And Now: Horseshoe With Hyperparameters

In closed form
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Example: 1D Deconvolution

n = 128 and 2% Gaussian noise.

Posterior median (dashed)
and 95% CI.

Ground truth Noisy data
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Putting It All Together
Math. 

modeling

Computational 
framework for 

modeling and analysis

Papers Software Talks and courses
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Goal-Oriented UQ in X-Ray CT Afkham, Dong, Hansen (2023).
Afkham, Riis, Dong, Hansen (2024).

dataground truth boundaries w/ UQ

What is new in this work:

• 2D  1D computational problem, no pixels, no error accumulation.

• Represent the inclusion boundaries as random-field functions.

• Assign a hyper-parameter that controls the boundary’s regularity.

• Perform UQ by assigning probabilities to the functions and their regularity.

exact boundary

predicted boundary

6σ credibility band

Reconstruct the 
desired quantity 
directly from data 
and perform UQ 
on this quantity.

data

image

boundary

reconstruction

segmentation

Example in CT:
Compute tumor bounda-
ries and their regularity.

Math. 
modeling
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Some Details
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Simulation Example The boundary’s credible interval depends 
on the angular span of the X-rays.

This phantom belongs to the prior. This phantom does not belong to the prior.
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Signing Out
Talks/posters about stuff not covered in this talk:
• Implicit priors and their interpretation  next talk (Jasper).
• UQ for a PDE-based inverse problem  next next talk (Amal).
• Comparison of RTO and Langevin sampling  talk Wednesday (Rémi). 
•                posters Tuesday (Jakob) and Thursday (Andreea & Naoki).
• Random media and passive measurements  talk Thursday (Faouzi Triki, incl. work by Kristoffer).

More           stuff not presented here:
• CT with uncertain geometry or uncertain flat field (Frederik, Jakob, Katrine, Martin)
• UQ in EIT, MREIT, and acousto-electric tomography (Aksel, Amal, Kim)
• Steerable photonic nanojet design with UQ (Amal, Mirza)
• Bayesian approach to inverse Robin problems (Aksel)
• Sampling conditioned on functionals (Lara, Mirza)
• Regularized system identification (Martin)
• Dimensionality challenges (Rafael, Yiqiu)
• Large-scale computational UQ (Charlie)
• Machine learning and UQ (Babak)
• Besov priors (Andreas, Yiqiu)
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Why ”Horseshoe”?
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Appendix: Simulation Results, 72 View Angles
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